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ABSTRACT

Cavitation near rigid and compliant surfaces leads to damage to naval structures. Phase change is involved in the nucleation, growth, and collapse of bubbles but is often ignored in interface-capturing simulations of multiphase flows. Near-surface bubble collapses and phase change have been studied independently. Still, the importance of phase change during these bubble oscillations and collapses and how this relates to the impact loads at the surface is still unknown. We use the open-source Multi-component Flow Code (MFC), a fully Eulerian framework, to access these scales and model phase change. The Eulerian six-equation multiphase physical and numerical model uses an interface- and shock-capturing approach. Phase change is modeled as a kinetic process involving the interface’s volume, thermal, and mass transfer. The numerical implementation is verified using 1D cavitation and shock tube problems and a two-phase relaxation solver with finite relaxation. We then study an underwater explosion cavitation bubble problem near a rigid wall and a rigid wall with an elastomeric coating. The sharp drop of pressure from the rarefaction wave in the wake of the underwater explosion cavitates the liquid near the boundary. We study the dependence of initial bubble stand-off distance from the nearby surface and pressure on the maximum wall pressures and water vapor mass production. Compared to the no-coating case, the coating inhibits the phase change and reduces the pressure loading experienced at the rigid wall.

1 INTRODUCTION

The explosive growth and violent bubble collapse during cavitation damage nearby rigid and compliant surfaces (e.g., elastomeric coatings). Negative transient pressures in the flow vaporize the liquid water, and small vapor bubbles grow rapidly and collapse near structural surfaces. The adjacent rigid or coated surface is subjected to successive cavitation-induced pitting that limits the structural life cycle (Blake and Gibson, 1987; Franc et al., 2011; Kim et al., 2014). During the vaporization, energy may be released into the surroundings as a shock as the vapor and gas bubble undergoes explosive growth. Both the underwater explosion event and shock can damage nearby surfaces. Upon reaching its maximum volume, the bubble is out of equilibrium with its surroundings due to the pressure imbalance between the internal bubble gas contents and the surrounding liquid. The bubble collapses, converting the liquid potential energy to kinetic energy. The bubble concentrates the kinetic energy and implodes, releasing an outward-propagating shock wave capable of damaging surrounding surfaces (Rayleigh, 1917; Benjamin and Ellis, 1966).

Nearby surfaces or objects break the spherical symmetry of an exploding and collapsing bubble. Underwater explosion experiments by Cole (1948) showed the scaling relation of the max (peak) pressure as a function of distance from the explosion. The peak pressure scaling is a linearly inverse relationship with \( p_{\text{max}} \propto \gamma_{\text{o}}^{-1.13} \), where \( \gamma_{\text{o}} \) is the initial stand-off radial distance from explosion and the additional 0.13 decay in the exponent is attributed to the energy necessary to sustain the shock. Similarly, the non-spherical dynamics of collapsing bubbles have been extensively examined (Kornfeld and Suvorov, 1944; Lauterborn and Bolle, 1975; Blake and Gibson, 1987). Unlike the spherical collapse (idealized implosion), the pressures produced on the surface are attributed to a water-hammer shock wave emitted from a re-entrant jet impinging upon the opposite side of the bubble (Naude and Ellis, 1961; Plesset and Chapman, 1971) or directly on the solid surface (Tomita and Shima, 1986). Moreover, using a combination of theory and empirical observations, Supponen et al. (2016, 2017) developed scaling relationships for the re-entrant jet speeds as functions of driving pressure and initial bubble stand-off distance from the nearby wall. However, experimental investigation of bubble and wave dynamics in configurations involving surfaces/compliant objects is challenging due to limited optical access and the wide range of spatio-temporal scales.
Numerical simulation approaches have been used to predict explosive bubble explosions and implosions. Incompressible or weakly compressible liquid assumption, boundary element, and boundary integral methods (Blake et al., 1986; Agnin et al., 2016; Brujan et al., 2019) and potential flow calculations (Plesset and Chapman, 1971; Molefe and Peters, 2019) can simulate single bubble collapse near a wall morphology, re-entrant jet speeds, and material pitting (Hsiao et al., 2014). However, such approaches cannot capture wave-wall interactions pertinent to cavitation damage and subsequent inception. Interface-capturing methods are advantageous for resolving compressible flows and obeying the conservation laws numerically (Shyy, 1998; Saurel and Abgrall, 1999; Abgrall, 1996). The interface-capturing numerical approach typically solves the five-equation multiphase model, (Allaire et al., 2002; Kapila et al., 2001; Perigaud and Saurel, 2005; Murrone and Guillard, 2005; Shukla et al., 2010) which is a single velocity and energy equation reduced model of the seven-equation multiphase model of Baer and Nunziato (1986). The five-equation multiphase model has been used for underwater explosion (UNDEX) (Nguyen et al., 2021; Phan et al., 2021) and bubble collapse (Johnsen and Colonius, 2009; Tiwari et al., 2013; Beig et al., 2018) studies. A known disadvantage of this approach is the diffused representation of material interfaces across ~ 3-4 computational cells. Higher-order accurate numerical methods, e.g., Weighted Essentially Non-Oscillatory (WENO) methods (Jiang and Shu, 1996), are then used to capture nonlinear (high-frequency content) waves (e.g., shocks) and maintain sharp material interfaces for high-fidelity bubble dynamic simulations in a liquid (Johnsen and Colonius, 2006; Beig and Johnsen, 2015; Coralic and Colonius, 2013) and near surfaces (Rodriguez, 2018).

We augment the open-source Multi-component Flow Code (MFC), a fully Eulerian framework using a high-order accurate, shock- and interface-capturing numerical solver (Bryngelson et al., 2021; Coralic and Colonius, 2013), to include phase change to investigate single bubble growth dynamics near a compliant object. MFC simulates 3D fluid-structure interaction and multi-scale cavitation problems (Trummler et al., 2020; Schmidmayer et al., 2020b). Coupled evolution equations for the linear elastic contribution to the Cauchy stress tensor account for material elasticity (Rodriguez and Johnsen, 2019). We use the six-equation multiphase model (Saurel et al., 2009) extended to model phase change as a kinetic process (thermal and mass transfer) (Saurel et al., 2008; Pelanti and Shyyue, 2014) that takes place at gas/liquid interfaces. The model considers pressure-, thermal-, and chemical-disequilibrium at a phase interface of the same substance (e.g., liquid water and water vapor) and assumes that the thermodynamic equilibrium is achieved infinitely fast. We implement the multi-component six-equation multiphase approach of Pelanti and Shyyue (2019) and associated infinite relaxation procedures into MFC to study UNDEX problems near an elastomeric coating. This proceeding is outlined as follows. The physical and numerical models for multiphase and multi-component flows are presented in §2. In §3, 1D cavitation- and shock-tube test problems are presented. We then study the wave dynamics, water vapor production, and maximum wall pressures of two-dimensional axisymmetric UNDEX bubble growth and collapse numerical simulations near a rigid wall and a rigid wall with an elastomeric coating. We summarize our findings in §4.

2 PHYSICAL & NUMERICAL MODELS

2.1 GOVERNING EQUATIONS

The six-equation, single-velocity compressible multiphase flow model is considered (Saurel and Abgrall, 1999; Zein et al., 2010; Pelanti and Shyyue, 2014). Phase change is modeled as a kinetic process involving thermal and mass transfer at the interface (Saurel et al., 2008) and is assumed to reach equilibrium infinitely fast. The model is extended to multi-components with the first two phases undergoing phase change (Pelanti and Shyyue, 2019). We consider the governing equations based on the phase internal energy formulation:

$$\frac{\partial \alpha_k}{\partial t} + \nabla \cdot (\alpha_k \mathbf{u}) = \sum_{j=1}^{N} \mathbf{P}_{kj}, \quad k = 1, 2, \ldots, N,$$

$$\frac{\partial (\alpha_1 \rho_1)}{\partial t} + \nabla \cdot (\alpha_1 \rho_1 \mathbf{u}) = \mathcal{M},$$

$$\frac{\partial (\alpha_2 \rho_2)}{\partial t} + \nabla \cdot (\alpha_2 \rho_2 \mathbf{u}) = -\mathcal{M},$$

$$\frac{\partial (\alpha_k \rho_k)}{\partial t} + \nabla \cdot (\alpha_k \rho_k \mathbf{u}) = 0, \quad k = 3, \ldots, N,$$

$$\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot \left[ \mathbf{u} \otimes \mathbf{u} + \left( \sum_{k=1}^{N} \alpha_k \rho_k \mathbf{P}_k \right) \right] = 0,$$

$$\frac{\partial (\alpha_1 \mathbf{E}_1)}{\partial t} + \nabla \cdot (\alpha_1 \mathbf{E}_1 + \mathcal{P}_1) \mathbf{u} =$$

$$- \sum_{j=1}^{N} \mathbf{P}_{1j} \mathbf{P}_{1j} + \sum_{j=1}^{N} \mathbf{Q}_{1j} + \mathbf{g}_1 \mathcal{M},$$

$$\frac{\partial (\alpha_2 \mathbf{E}_2)}{\partial t} + \nabla \cdot (\alpha_2 \mathbf{E}_2 + \mathcal{P}_2) \mathbf{u} =$$

$$- \sum_{j=1}^{N} \mathbf{P}_{2j} \mathbf{P}_{2j} + \sum_{j=1}^{N} \mathbf{Q}_{2j} - \mathbf{g}_1 \mathcal{M},$$

where $\mathbf{P}_{ij}$ and $\mathbf{Q}_{ij}$ are the Cauchy stress tensor and the heat flux, respectively, $\mathcal{M}$ is the density flux, $\mathbf{g}_1$ is the body force, and $\mathbf{E}_1$ and $\mathbf{E}_2$ are the specific internal energy and specific entropy, respectively.
\[
\frac{\partial (\alpha_k \mathcal{E}_k)}{\partial t} + \nabla \cdot (\alpha_k (\mathcal{E}_k + p_k) \mathbf{u}) = - \sum_{j=1}^{N} p_{kj} \mathcal{P}_{kj} + \sum_{j=1}^{N} Q_{kj}, \quad k = 3, \ldots, N,
\]

where \(\rho_k\), \(\alpha_k\), \(p_k\), and \(\mathcal{E}_k\) are the phase \(k\) density, volume fraction, and specific internal energy per unit volume, respectively. The velocity vector and identity tensors are denoted \(\mathbf{u}\) and \(\mathbb{I}\), respectively. The mixture relations are \(\sum_k \alpha_k = 1\) and \(\sum_k \rho_k \alpha_k = \rho\), where \(\rho\) is the mixture density and specific volume is \(v\). The mixture internal energy per unit volume is \(\mathcal{E} = \sum_k \alpha_k \mathcal{E}_k\). The total energy per unit volume \(E\) is the sum internal and kinetic: \(E = \mathcal{E} + \frac{1}{2} \rho \mathbf{u}^2\). For numerical stability (Schmidmayer et al., 2020a), the total energy is numerically conserved by solving equation,

\[
\frac{\partial E}{\partial t} + \nabla \cdot ((E + p) \mathbf{u}) = 0.
\]

The terms \(\mathcal{P}_{kj}\) and \(Q_{kj}\) represent the volume transfer (pressure disequilibrium) and heat transfer, respectively. The term \(M\) is the mass transfer between phases 1 and 2, the liquid and vapor phases, respectively. These transfer terms are defined as

\[
\mathcal{P}_{kj} = \mu_{kj} (p_k - p_j), \quad Q_{kj} = \theta_{kj} (T_j - T_k),
\]

\[
M = \nu (g_2 - g_1),
\]

where \(T_k\) denotes the temperature and \(g_k\) the Gibbs free energy (chemical potential) of phase \(k\). The mechanical, thermal, and chemical relaxation parameters follow the following relation \(\phi_{kj} = \phi_{jk} \geq 0, \phi_{kk} = 0, and \phi_{ij} = -\phi_{ji}\). While there is no physical significance to these parameters, they are related to the rate of relaxation (Pelanti and Shyue, 2014). The terms \(p_{ljk} = p_{lkj}\) and \(g_l\) are the interfacial pressures and chemical potential, respectively. The mechanical relaxation is assumed to take place infinitely fast for all phases throughout the computational domain, i.e., \(\mu_{kj} = \mu_{jk} \rightarrow \infty\) (Saurel et al., 2008; Pelanti and Shyue, 2019). The parameters \(\mu_{jk}\), \(\theta_{jk}\), and \(\nu\) are assumed to be infinite near the interface and zero elsewhere such that,

\[
\mu_{jk}, \theta_{jk} = \begin{cases} 
\infty & \text{if } \epsilon \leq \alpha_k \leq 1 - \epsilon, \\
0 & \text{otherwise,}
\end{cases}
\]

\[
\nu = \begin{cases} 
\infty & \text{if } \epsilon \leq \alpha_k \leq 1 - \epsilon \text{ and } T_{liq} > T_{sat}, \\
0 & \text{otherwise,}
\end{cases}
\]

where \(\epsilon\) defines the liquid-vapor interface, set to \(\epsilon = 10^{-6}\) (see Saurel et al. (2008)).

Eq. (1) is regarded as the parent model for multiphase equations modeling phase change as a kinetic process. By activating different relaxation effects, a hierarchy of multiphase governing equations was shown by Pelanti and Shyue (2019) along with the associated speeds of sound calculations. We summarize the hierarchy of governing equations and expand on the numerical method to achieve infinitely fast relaxation in §2.3.2. The simplest disequilibrium model assumes instantaneous mechanical (pressure) relaxation and is referred to as the \(p\)-Relaxed model. The next model in the hierarchy assumes instantaneous mechanical and thermal relaxation for all phases and is referred to as the \(pT\)-Relaxed model. Finally, the \(pT\)-Relaxed model assumes instantaneous mechanical and thermal relaxation for all phases and chemical relaxation for the first two phases. The six-equation model is a generalization of a reduced five-equation of Kapila et al. (2001).

### 2.2 EQUATION OF STATE

To close system (1), the Stiffened Gas Equation of State (SG EoS) of Le Métayer et al. (2004) is used to relate the mixture internal energy to pressure and temperature, respectively:

\[
\rho e = p \sum_k \frac{\alpha_k}{n_k - 1} + \sum_k \frac{\alpha_k n_k B_k}{n_k - 1} + \sum_k \rho_k \alpha_k q_k,
\]

\[
\rho e = T \sum_k \rho_k \alpha_k c_v,k + \sum_k \alpha_k B_k + \sum k \rho_k \alpha_k q_k,
\]

where \(T\) is the temperature and \(q_k\), \(n_k\), \(B_k\), and \(c_v,k\) are material properties prescribed to produce the correct propagation speeds in liquids and solids (Harlow and Amsden, 1971; Le Métayer et al., 2005). The phase entropy and Gibbs free energy are defined as (Le Métayer et al., 2005),

\[
s_k = c_v,k \ln \left( \frac{T_k^{\alpha_k}}{(p_k + B_k)^{n_k - 1}} \right) + \eta_k, \quad (6)
\]

\[
g_k = (n_k c_v,k - \eta_k) T_k - c_v,k T_k \ln \left( \frac{T_k^{\alpha_k}}{(p_k + B_k)^{n_k - 1}} \right) + q_k, \quad (7)
\]

respectively, where \(\eta_k\) is SG EoS constant evaluated at a reference entropy, pressure, and temperature (e.g., saturation conditions at room temperature). Table 1 tabulates the material constants for the water. The mixture speed of sound is \(a = \sum_k \sqrt{Y_k \alpha_k}\) where \(Y_k = \rho_k \alpha_k / \rho\) and \(\alpha_k = \sqrt{n_k (p + B_k) / \rho_k}\) are the phase mass fraction and speed of sound, respectively.

### 2.3 NUMERICAL METHOD

The open-source Multi-component Flow Code (MFC) (Bryngelson et al., 2021) is used to solve Eq. (1).
To describe the MFC numerical implementation, we recast the Eq. (1) in vector notation

\[
\frac{\partial q}{\partial t} + \nabla \cdot F(q) + h(q) \nabla \cdot u = r_\mu(q) + r_\theta(q) + r_\nu(q),
\]

(8)

where \( q \) is the state vector, \( F \) the flux tensor, and \( h \) the non-conservative term. The right-hand-side terms \( r_\mu \), \( r_\theta \), and \( r_\nu \) are the mechanical, thermal, and chemical relaxation terms, respectively. The vectors are defined as

\[
q = \begin{bmatrix}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_N \\
\alpha_1 \rho_1 \\
\alpha_2 \rho_2 \\
\vdots \\
\alpha_N \rho_\nu \\
\rho u \\
\alpha_1 \mathcal{E}_1 \\
\alpha_2 \mathcal{E}_2 \\
\vdots \\
\alpha_N \mathcal{E}_N 
\end{bmatrix}, \quad F = \begin{bmatrix}
\alpha_1 u \\
\alpha_2 u \\
\vdots \\
\alpha_N u \\
\alpha_1 \rho_1 u \\
\alpha_2 \rho_2 u \\
\vdots \\
\alpha_N \rho_\nu u \\
\rho u \otimes u + \sum_{k=1}^{N} \alpha_k p_k \mathbb{I} \\
\alpha_1 \mathcal{E}_1 u \\
\alpha_2 \mathcal{E}_2 u \\
\vdots \\
\alpha_N \mathcal{E}_N u 
\end{bmatrix}, \quad h = \begin{bmatrix}
\sum_{j=1}^{N} \mathcal{P}_1 j \\
\sum_{j=1}^{N} \mathcal{P}_2 j \\
\vdots \\
\sum_{j=1}^{N} \mathcal{P}_N j 
\end{bmatrix}, \quad r_\mu = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
-\sum_{j=1}^{N} \mathcal{P}_1 j \\
-\sum_{j=1}^{N} \mathcal{P}_2 j \\
\vdots \\
-\sum_{j=1}^{N} \mathcal{P}_N j 
\end{bmatrix}, \quad r_\nu = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
g_1 \mathcal{M} \\
g_1 \mathcal{M} \\
\vdots \\
g_1 \mathcal{M} 
\end{bmatrix}.
\]

(9a, 9b)

Equation (8) is solved using the Strang-splitting approach (Strang, 1968; Zein et al., 2010) in two steps/solvers: hyperbolic and relaxation.

### 2.3.1 HYPERBOLIC SOLVER

The homogeneous, hyperbolic system of Eq. (8)

\[
\frac{\partial q}{\partial t} + \nabla \cdot F(q) + h(q) \nabla \cdot u = 0
\]

(10)

is solved for a full-time step, \( \Delta t \), using the explicit time-marching and flux-splitting approach described in Bryngelson et al. (2021) and Schmidmayer et al. (2020a). The algorithm uses the third-order accurate Total Variation Diminishing (TVD) Runge-Kutta scheme of Gottlieb and Shu (1998) with a fixed time step calculation following the appropriate advective and diffusion numerical constraints. The HLLC approximate Riemann solver (Toro et al., 1994) is used, with proper correction for equations in non-conservative form (Saurel and Abgrall, 1999) in conjunction with the high-order accurate primitive variable WENO reconstruction scheme of Johnsen and Colomnius (2006). The divergence term \( \nabla \cdot u \) is treated using a midpoint rule (Bryngelson et al., 2021).

### Table 1: Constants in the Stiffened Gas Equation of State for water (Le Métayer et al., 2005).

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Vapor</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>2.35</td>
</tr>
<tr>
<td>( B ) [GPa]</td>
<td>1</td>
</tr>
<tr>
<td>( q ) [kJ/kg]</td>
<td>-1167</td>
</tr>
<tr>
<td>( \eta ) [kJ/(kg K)]</td>
<td>0</td>
</tr>
<tr>
<td>( c_v ) [J/(kg K)]</td>
<td>1816</td>
</tr>
<tr>
<td>( c_p ) [J/(kg K)]</td>
<td>4267</td>
</tr>
</tbody>
</table>

\[\]
2.3.2 RELAXATION SOLVER

We consider an infinitely fast and finite relaxation solver. The infinitely fast relaxation solver has three different models while the finite relaxation solver is a direct numerical simulation approach. The Ordinary Differential Equation (ODE) system

$$\frac{\partial q}{\partial t} = r_\mu(q) + r_\theta(q) + r_\nu(q),$$  \hspace{1cm} \text{(11)}

where the right-hand-side of Eq. (8) is reduced to a set of ordinary differential equations that ensure equilibrium (e.g., mechanical). In solving these equations, the volume fractions and, if needed, phase densities are updated. Depending on the model, the mechanical, thermal, and chemical relaxation terms are activated. A sequence of relaxation steps is taken with each model. The characteristic mechanical relaxation time is assumed to be smaller than the heat and chemical characteristic relaxation time (Pelanti and Shyue, 2019). Here, we briefly discuss the numerical algorithm for each of the different relaxation models, with further details available in the work of (Pelanti and Shyue, 2019).

\(p\)-relaxation model Mechanical relaxation is obtained by solving the ODE system

$$\frac{\partial q}{\partial t} = r_\mu(q).$$ \hspace{1cm} \text{(12)}

The system is solved in the limit of \(\mu_{jk} \to \infty\) and phase pressures are equal, \(p_k = p\) for all \(k\). The resulting system informs the quantities that must remain constant through the relaxation step. The initial and final quantity after the relaxation solver, denoted here with superscripts 0 and \(*\) respectively, are equal. For mechanical relaxation, the following relations hold \((\rho_k \alpha_k)^0 = (\rho_k \alpha_k)^*\) for all \(k\), \((\rho u)^0 = (\rho u)^*\), \(u^0 = u^*\), \(E^0 = E^*\), and \(E^0 = E^*\). Manipulating these relations with the SG EoS yields the following iterative algorithm to enforce \(p_k = p\) for all \(k\) and volume fractions \(\alpha_k\) to be updated for mechanical equilibrium. To calculate the volume fraction of phase \(k\), the volume fraction mixture relation is calculated: \(\alpha_k = (\rho \alpha)_k / \rho_k\), where \(\rho_k(p_k)\) is the phase density and can be expressed as a function of pressure. Next, the mixture relation, \(\sum_j \rho_j(p_j) = 1\), is enforced during the relaxation solver. Using the SG EoS, we obtain a relation for the phase density in terms of the mechanical equilibrium pressure (Schmidmayer et al., 2020a),

$$\rho_k(p) = \frac{n_k (p^* + B_k)}{p_k + n_k B_k + p (n_k - 1) p_k^0}.$$ \hspace{1cm} \text{(13)}

The mechanical equilibrium pressure \(p^*\) is evaluated via iteration. The iteration scheme is a hybrid bisection and Newton-Raphson that is first bracketed to ensure a solution exists (Press et al., 1993). After evaluating the relaxation pressure, the volume fraction for phases \(k = 1, \ldots, N\) are evaluated and updated to the state vector. Additionally, the total energy is updated with the relaxation pressure for numerical consistency (Schmidmayer et al., 2020a).

\(p^T\)-relaxation model For thermal relaxation, the ODE system,

$$\frac{\partial q}{\partial t} = r_\mu(q) + r_\theta(q),$$ \hspace{1cm} \text{(14)}

is solved in the limit of \(\mu_{jk} \to \infty\), \(\theta_{jk} \to \infty\), and phase pressures and temperatures are equal, \(p_k = p\) and \(T_k = T\) for all \(k\), respectively. First, the mechanical relaxation procedure above is performed. Secondly, the ODE system reduces relations for variables that must hold for thermal relaxation. The same relations as those of mechanical relaxation hold, i.e., \((\rho_k \alpha_k)^* = (\rho_k \alpha_k)^**\) for all \(k\), \((\rho u)^* = (\rho u)^**\), \(u^* = u^{**}\), \(E^* = E^{**}\), and \(E^* = E^{**}\), with updated superscripts to differentiate from the mechanical relaxation. Using the SG EoS, two algebraic equations are used to find the relaxation pressure and temperature. The mixture relation connecting the pressure and temperature is

$$\sum_k \frac{T^{**} (\rho_k \alpha_k)^* c_{v,k} (n_k - 1)}{p^{**} + B_k} = 1,$$ \hspace{1cm} \text{(15)}

where the equilibrium temperature is a function of pressure,

$$T^{**}(p^{**}) = \frac{\sum_k (\rho_k \alpha_k)^* q_k}{\sum_k (\rho_k \alpha_k)^* c_{v,k} \left( \frac{B_k (n_k - 1)}{p^{**} + B_k} + 1 \right)}.$$ \hspace{1cm} \text{(16)}

The equilibrium pressure and temperature are evaluated using the above hybrid iteration scheme. The volume fraction for \(k = 1, \ldots, N\) phases is evaluated as

$$\alpha_k^{**} = \frac{T^{**} (\rho_k \alpha_k)^* c_{v,k} (n_k - 1)}{p^{**} + B_k},$$ \hspace{1cm} \text{(17)}

and total energy and updated to the state vector.

\(pTg\)-relaxation model Chemical relaxation is obtained by solving the ODE system in Eq. (11). The system is solved in the limit of \(\mu_{jk} \to \infty\), \(\theta_{jk} \to \infty\), \(T_k \to \infty\). The phase pressures, temperatures, and Gibbs free energies are equal, \(p_k = p\) and \(T_k = T\) for all \(k\), \(g_1 = g_2\), respectively. Unlike the earlier relaxation models, \(pTg\)-relaxation is activated when the liquid temperature is above the saturation temperature. To calculate the saturation temperature, the liquid and vapor phase

\[\text{End of document.}\]
Gibbs free energies for the SG EoS are set equal to yield the relation

$$A + \frac{B}{T_{\text{sat}}} + C \ln(T_{\text{sat}}) + D \ln(p_{\text{sat}} + p_{\infty,1}) - \ln(p_{\text{sat}} + p_{\infty,2}) = 0,$$

where

$$A = \frac{c_{p,1} - c_{p,2} + \eta_2 - \eta_1}{c_{p,2} - c_{v,2}}, \quad B = \frac{\eta_1 - \eta_2}{c_{p,2} - c_{v,2}}, \quad C = \frac{c_{p,2} - c_{p,1}}{c_{p,2} - c_{v,2}}, \quad D = \frac{c_{p,1} - c_{v,1}}{c_{p,2} - c_{v,2}}.$$

Given the pressure $p^*$ from the $pT$-relaxation procedure, the saturation temperature is calculated by finding the root of equation (18) via numerical iteration. If $T_1 > T_{\text{sat}}$, then chemical relaxation is activated. Reducing the ODE system yields the relations, $\rho^* = \rho^\oplus$, $(\rho u)^* = (\rho u)^\oplus$, $E^* = E^\oplus$, and $\mathcal{E}^* = \mathcal{E}^\oplus$. We note that these relations are different from those of mechanical and thermal relaxation. The superscript $\oplus$ is the state after chemical relaxation. We follow the chemical relaxation procedure of Pelanti and Shyue (2014). Using the mixture relations in §2.1 and $\mathcal{E}_k = \mathcal{E}_k(p_k, \rho_k)$ yields the following quadratic equation for $T^\oplus$ with coefficients that are functions of $p^\oplus$,

$$a_p (p^\oplus) (T^\oplus)^2 + b_p (p^\oplus) T^\oplus + d_p (p^\oplus) = 0,$$

where

$$a_p (p^\oplus) = \rho^* c_{v,1} c_{v,2} ((n_2 - 1) (p^\oplus + n_1 B_1)),$$

$$b_p (p^\oplus) = \mathcal{E}^\oplus ((n_1 - 1) c_{v,1} (p^\oplus + n_2 B_2)),$$

$$d_p (p^\oplus) = (\eta_2 - \eta_1) (p^\oplus + n_1 B_1) (p^\oplus + n_2 B_2).$$

One can solve the quadratic equation for the equilibrium temperature as a function of pressure,

$$T^\oplus = \frac{-b_p (p^\oplus) + \sqrt{(b_p (p^\oplus))^2 - 4a_p (p^\oplus) d_p (p^\oplus)}}{2a_p (p^\oplus)}.$$

The constraint $g_1 = g_2$ of Eq. (18) is then used to enforce the equilibrium pressure and temperature via numerical iteration. The phase densities and volume fractions are evaluated as

$$\rho_k^\oplus = \frac{\rho^\oplus + B_k}{(n_k - 1) c_{v,k} T^\oplus}, \quad \alpha_k^\oplus = \frac{\rho^* - \rho_k^\oplus}{\rho_1^\oplus - \rho_k^\oplus},$$

and updated to the state vector. Volume fraction $\alpha_2^\oplus$ can be evaluated using the mixture relation,$\alpha_2^\oplus = 1 - \alpha_1^\oplus - \sum_{k,j \neq 1,2} \alpha_j^\oplus$. Similarly, the mixture density relation calculates the other phase densities.

### Finite relaxation solver

To verify the implementation of the infinite relaxation solver, we implement a finite relaxation solver for Eq. (11) for a two-phase system with governing equations,

$$\frac{\partial \alpha_1}{\partial t} + \mathbf{u} \cdot \nabla \alpha_1 = P_{12} + Q_{12}/\kappa + \mathcal{M}/\varrho,$$

$$\frac{\partial (\alpha_1 \rho_1)}{\partial t} + \mathbf{u} \cdot (\alpha_1 \rho_1 \mathbf{u}) = \mathcal{M},$$

$$\frac{\partial (\alpha_2 \rho_2)}{\partial t} + \mathbf{u} \cdot (\alpha_2 \rho_2 \mathbf{u}) = -\mathcal{M},$$

$$\frac{\partial (\rho \mathbf{u})}{\partial t} + \mathbf{u} \cdot (\mathbf{u} \otimes \mathbf{u} + \sum_{k=1}^{n} \alpha_k \rho_k \mathbf{I}) = 0,$$

$$\frac{\partial (\alpha_1 \mathcal{E}_1)}{\partial t} + \nabla \cdot (\alpha_1 (\mathcal{E}_1 + p_1) \mathbf{u}) = -p_1 P_{12} + Q_{12} + g_1 \mathcal{M},$$

$$\frac{\partial (\alpha_2 \mathcal{E}_2)}{\partial t} + \nabla \cdot (\alpha_2 (\mathcal{E}_2 + p_2) \mathbf{u}) = p_1 P_{12} - Q_{12} - g_1 \mathcal{M}.$$

Following (Zein et al., 2010), the interfacial relaxation pressure is $p_I = Z_{21}^p + Z_{12}^p$ with $Z_k = \rho_k \alpha_k^2$ as the phase $k$ acoustic impedance. The other relaxation terms are defined as

$$\kappa = \frac{\frac{p_1 + n_1 B_1}{\alpha_1} + \frac{p_2 + n_2 B_2}{\alpha_2}}{\psi},$$

where $\psi = \Gamma_1/\alpha_1 + \Gamma_2/\alpha_2$, with $\Gamma_k = n_k - 1$. The quotient $\varrho = a/b$ with

$$a = \phi \left( \frac{p_1 + n_1 B_1}{\alpha_1} + \frac{p_2 + n_2 B_2}{\alpha_2} \right)$$

$$+ \psi \left( \frac{B_1}{\alpha_1 c_{v,1}} + \frac{B_2}{\alpha_2 c_{v,2}} \right),$$

$$b = -\phi \left( \frac{(n_1 - 1) q_1}{\alpha_1} + \frac{(n_2 - 1) q_2}{\alpha_2} \right) + \psi \left( \frac{c_1 - B_1}{\alpha_1 c_{v,1}} + \frac{c_2 - B_2}{\alpha_2 c_{v,2}} \right).$$
The interface equilibrium mass transfer term is

\[
\varepsilon = \frac{e_1 - \frac{\rho_1}{\alpha_{1p1}c_{v1}} + e_2 - \frac{\rho_2}{\alpha_{2p2}c_{v2}}}{\phi} + \frac{B_1}{\alpha_{1p1}c_{v1}} + \frac{B_2}{\alpha_{2p2}c_{v2}}
\]

with \(\phi = 1/\alpha_p\rho c_{v1} + 1/\alpha_p\rho c_{v2}\). After solving hyperbolic system, the infinite pressure relaxation model in the previous section is first computed. This step is necessary for other finite relaxation models (Pelanti, 2021). The right-hand-side of the equation is then computed directly. The relaxation parameters \(\mu_{12}, \theta_{12},\) and \(\nu\) are set to positive finite values. The values are determined heuristically at the highest values that ensured numerical stability of the solver.

3 RESULTS & DISCUSSION

3.1 TEST PROBLEMS

We verify the MFC implementation of the numerical model using a 1D cavitation problem. We then calculate a water shock tube problem with phase change. Exact solutions are not available for these problems. Thus, we compare our results with the numerical solutions of Saurel et al. (2008) and Pelanti and Shyue (2014, 2019) and finite relaxation solver in §2.3.2. We use the material properties of liquid water and water vapor in Table 1. The problems are discretized on a grid using \(N_x = 2000\) numerical cells. The Courant-Friedrichs-Lewy (CFL) condition is 0.9. Non-reflecting boundary conditions are used at the left and right boundaries (Thompson, 1990).

3.1.1 WATER CAVITATION TUBE PROBLEM

We solve a liquid water-water vapor cavitation tube problem (Saurel et al., 2008). The cavitation tube is filled with a mixture of liquid water (\(\rho_l = 1150 \text{ kg/m}^3\)) and water vapor (\(\rho_g = 0.63 \text{ kg/m}^3\)) at \(p = 10^5\) Pa. The vapor density is set according to thermal equilibrium of \(T_l = T_v = 354.7\) K. The vapor volume fraction is \(\alpha_v = 10^{-2}\). The initial \(x\)-direction velocity has a discontinuity \(|U| = 2\text{ m/s} \) located at \(x = 0.5\) m with \(u = -U\) at the left and \(u = +U\) at the right.

Figure 1 shows the cavitation tube problem solution at \(t = 3.2\) ms. The solutions for the \(p, p-pT, p-\rho Tg, p-pT-pTg\) relaxation models are shown and match the results of Pelanti and Shyue (2014). We note that a lower resolution is used in the current simulations compared to Pelanti and Shyue (2014). However, the high-order accurate method in MFC maintained the sharp features of the nonlinear waves. For the \(p-pTg\) relaxation model, the \(p\) relaxation is first used followed by the \(pTg\) relaxation model. That is, the \(pT\) relaxation model is not activated. The pair \(p\) and \(p-pT\) infinite relaxation model solutions and pair \(p-pTg\) and \(p-pT-pTg\) infinite relaxation models closely match for density and volume fraction curves.
As expected, the chemical relaxation is necessary to see phase change and increase the water vapor volume fraction at \( x = 0.5 \, \text{m} \). Differences between the \( p\)-\( pTg \) and \( p\)-\( pT - pTg \) \( x \)-velocity and pressure relaxation curves are seen at the contact \( x = 0.5 \, \text{m} \) and expansion waves. Despite both relaxation models enforcing the chemical equilibrium at the end of each time step, the state variables for the \( pTg \) relaxation in the \( p\)-\( pTg \) approach have the temperature in disequilibrium. Thus, the two different starting points of the \( pTg \) infinite relaxation solver between the relaxation models yield different results.

We now consider the finite relaxation solver presented in §2.3.2 for this problem. The usage of this finite relaxation solver is two-fold: (i) verify the numerical implementation of the infinite relaxation solver and (ii) determine which infinite relaxation solver, between \( p\)-\( pT - pTg \) and \( p\)-\( pTg \), matches the direct numerical simulation. The relaxation parameters in the finite relaxation solver are \( \mu_2 = 10^8 \cdot 1/\text{Pa} \), \( \theta_{12} = 10^9 \cdot \text{Pa}/\text{K} \), and \( \nu = 10^{-3} \) (kg\(^2\)/K)/(kJ \cdot \text{m}^3). Figure 2 shows the matching \( x \)-velocity solutions between the \( p\)-\( pT - pTg \) infinite relaxation solver and finite relaxation solver. The densities, volume fractions, and pressure quantities match for both solvers.

### 3.1.2 Water Shock Tube Problem

The shock tube problem is a Riemann-type problem for the Euler equations. A given set of initial conditions generates three waves: two nonlinear waves (shock or rarefaction) and a linearly degenerate wave known as a contact. For the six-equation model with phase change, Saurel et al. (2008) observed an additional wave develops in the presence of phase change: an evaporation wave. The shock tube problem follows the initial conditions similar to other water (Schmidmayer et al., 2020b) and dodecane (Pelanti and Shyue, 2014) and (Saurel et al., 2008) shock tube problems,

\[
(u, p, \alpha_v) = \begin{cases} 
(0, 10^8, 10^{-8}) & \text{if } x/L \in [0, 0.75], \\
(0, 10^6, 1 - 10^{-8}) & \text{otherwise},
\end{cases}
\]

with \( \rho_l = 500 \, \text{kg/m}^3 \) and \( \rho_v = 50 \, \text{kg/m}^3 \).

Figure 3 shows the solution for the water shock tube problem for two different phase relaxation approaches at \( t = 241 \, \mu s \). The \( p \)-relaxation mixture density solution shows the three waves for the Euler-type equations with the rarefaction at approximately \( x = 0.2 \, \text{m} \), contact at \( x = 0.77 \, \text{m} \), and shock at \( x = 0.79 \, \text{m} \). The expected results are achieved for the volume fraction following the material contact at \( x = 0.77 \, \text{m} \). The \( x \)-velocity and pressure solutions show the rarefaction and shock waves. The \( p\)-\( pT - pTg \) relaxation solution is significantly different from the \( p \)-relaxation solution. The shock and contact wave travel further to the right of the domain to \( x = 0.89 \, \text{m} \) and \( x = 0.85 \, \text{m} \), respectively. The evaporation wave is at \( x = 0.75 \, \text{m} \), and the water vapor volume fraction decreases from the contact to the evaporation wave. Interestingly, an increase in the \( x \)-velocity and reduction in mixture density occurs in the post-evaporation wave state. A sharp pressure peak is at \( x = 0.75 \, \text{m} \) for the \( p\)-\( pT - pTg \) relaxation solution due to the high-order accurate scheme. The peak diminishes with increasing dissipation. This is carried out, for example, by decreasing the CFL number or reducing the fifth-order accurate WENO scheme to a third-order accurate one.

### 3.2 Underwater Explosion Problem Near an Object

#### 3.2.1 Rigid Wall

We conduct 2D axisymmetric numerical simulations of an underwater bubble explosion problem near an object with phase change using the \( pTg \)-relaxation solver. As illustrated in figure 4, our geometry consists of a flat, rigid, infinitely long wall or object adjacent to a sea of liquid water. Following Xie et al. (2006) and Pelanti and Shyue (2019), an initially spherical bubble of radius \( R_o \) is placed a distance \( \gamma_o \) from the wall and along the centerline, \( x = 0 \). As a reference, we take \( R_o = 50 \, \text{mm} \). Liquid water of pressure \( p_{\infty} = 10^5 \, \text{Pa} \) and temperature \( T_{\infty} = 303 \, \text{K} \) surrounds the bubble. The bubble is filled with water vapor and a non-condensible ideal gas with a baseline initial pressure \( p_{b,o} = 650 \, \text{MPa} \), density \( \rho_{g,o} = 1400 \, \text{kg/m}^3 \), and volume fractions \( \alpha_{w,v} = \alpha_{w} = 10^{-5} \). The bubble is initialized at a non-dimensional stand-off distance \( \gamma_o = z_o/R_o \), where \( z_o \) is the initial \( z \)-direction distance from the bubble center to the rigid wall. The growth is due to the resulting pressure difference across the bubble interface. Due to the symmetry in the \( z \)-axis (i.e., the centerline of the domain in
Figure 3: Liquid water-water vapor shock tube problem with pressure ratio $10^3$ at $t = 241$ µs for $p$ (—), and $p-pT\cdot pTg$ (•••) relax implementations. Dashed black line is the initial condition.

Figure 4: Problem schematic of an inertially exploding water vapor and non-condensible gas bubble in a liquid water near a rigid, flat wall.

Figure 4), half of the domain is simulated with symmetric boundary conditions. The bottom and right boundary conditions are non-reflecting (Thompson, 1990). The wall is a rigid, perfectly reflecting, no-slip boundary condition. The simulations use an axisymmetric coordinate system (Meng and Colonius, 2018; Bryngelson et al., 2021). The computational grid is $580 \times 480$ with domain $[-0.6, 0.6] \times [-0.7, 0]$ m. The CFL condition number is 0.2.

Numerical simulations illuminate the dependence of cavitation bubble growth and nearby wall pressure dependence on initial parameters. The parameters are the non-dimensional stand-off distance ($\gamma_o$) and initial bubble gas pressure ($p_{b,o}$). A baseline case for the channel simulations is considered with $\gamma_o = 3.5$ and $p_{b,o} = 650$ MPa. We investigate the dependence on initial stand-off distance and driving gas pressure. Simulations with a rigid wall configuration and without the infinite relaxation solver are also computed for comparison. The simulation campaign is summarized in Table 2. Time is non-dimensionalized using the Rayleigh collapse time for a single bubble in a free field, $t_c = 0.915 R_o \sqrt{\rho / \Delta p}$, where $\Delta p = p_{b,o} - p_{atm}$ with $p_{atm}$ is the atmospheric pressure and the liquid water density $\rho_l = 1300$ kg/m$^3$.

To compare the maximum wall pressure trends between the two different studies, we use a single dependent variable for the maximum wall pressure, i.e.,

$$p_{w,max} = f(\gamma_o, p_{b,o}) = g(\gamma_o p_{b,o}^*),$$

where $p_{w,max}$ is the non-dimensional bubble pressure and $p_{b,o}^* = p_{b,o} / p_{b,o}^\circ$. The total water vapor mass $m_{wv}(t/t_c)$ history is non-dimensionalized using the initial total water vapor mass for the baseline simulation.

Figure 5 shows pressure contours for the underwater multiphase bubble explosion problem near a rigid wall for the baseline case. The left contour shows the instance after the outward propagating, explosion-generated shock impinges on the rigid wall and is reflected towards the bubble with twice the pressure magnitude at $t = 100$ µs. The white isoline is the liquid

\[\text{Figure 5: Pressure contours for the underwater multiphase bubble explosion problem near a rigid wall for the baseline case.} \]
Figure 5: Pressure contours of the underwater multiphase bubble explosion problem near a rigid wall at $t = 100\mu s$ (left), $t = 300\mu s$ (middle) and $t = 366\mu s$ (right) with $p_{b,o} = 650$ MPa and initial stand-off distance $\gamma_o = 3.5$. White contour isoline: $\alpha_{wl} = 0.9$. Initial bubble radius interface: ( ) with $R_o = 0.05$ m.

Table 2: Initial condition parameters for simulations of the UNDEX problems.

<table>
<thead>
<tr>
<th>Study</th>
<th>Case #</th>
<th>$\gamma_o$</th>
<th>$p_{b,o}$ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>1</td>
<td>3.5</td>
<td>0.65</td>
</tr>
<tr>
<td>$p_{b,o}$</td>
<td>2–5</td>
<td>3.5</td>
<td>0.30, 0.45, 0.85, 1</td>
</tr>
<tr>
<td>$\gamma_o$</td>
<td>6–9</td>
<td>2, 3, 4, 5</td>
<td>0.65</td>
</tr>
</tbody>
</table>

The water volume fraction at $\alpha_{wl} = 0.95$. Due to the acoustic impedance mismatch between liquid water and the gaseous bubble, the middle contour shows the interaction between the growing bubble and reflected shock producing a rarefaction wave traveling towards and impinging on the rigid wall. The pressure reduction from the rarefaction vaporizes the liquid at the wall and generates a wall-attached bubble (see white isoline of water vapor near the wall in the middle contour). The wall-attached cavitation bubble grows in volume to the reflected rarefaction interaction with the wall. The explosion bubble growth induces the collapse of the wall-attached bubble. This produces a shock that impinges on the wall (see right frame). As the cavitation bubble grows, it increases the liquid potential energy. The energy is then transferred to kinetic energy as the liquid collapses the bubble and the bubble impinges on the wall. The shocks and rarefactions continue to propagate outward as the explosion bubble grows to its maximum radius and collapses towards the wall (not shown).

Figure 6 shows the comparison of the centerline, i.e., $(x, z) = (0, 0)$, wall pressure history obtained by MFC and Pelanti and Shyue (2019) for the 2D planar case of the problem. A local maximum centerline wall pressure value is obtained at $t/t_c \approx 2$ due to the outward-propagating shock from the initial condition impinging on the wall (pressure contour not shown). We note that higher maximum pressures are obtained for the 2D planar case relative to 2D axisymmetric cases. In the wake of the shock, the pressure decays and reaches a local minimum at $t/t_c \approx 4.2$. The pressure rises again due to the bubble-shock interaction after the shock-wall interaction. The maximum wall pressure value and for pressures $t/t_c > 4$ differences between the two solvers are due to the different approximate Riemann solvers, high-order accurate WENO reconstruction, and different $\epsilon$ liquid-vapor interface thresholds. Despite these differences, the pressure dynamics on the wall and in the liquid in the presence of phase change agree.

To quantify the pressures produced on the wall from the phase change-induced bubble dynamics, we consider the pressures located at the wall centerline, i.e., $(x, z) = (0, 0)$. Figure 7 shows the centerline wall pressure histories for different initial stand-off distances and bubble pressures, respectively. As the initial stand-off distance increases, the wall pressure decreases for a constant initial explosion bubble pressure. The maximum wall pressure is experienced later as the initial stand-off distance increases. This is expected as the shock travels a longer distance to reach the wall. Moreover, the maximum wall pressure at the wall decays as $\gamma_o^{-1.13}$,
which has been observed in experiments for underwater explosions (Cole, 1948) and numerical multiphase simulations (Beig et al., 2018; Rodriguez et al., 2021). A later, smaller maximum wall pressure is observed in these cases between $t/t_c = [0.3, 0.5]$ due to the wall-attached cavitation bubble collapse. Increasing the initial explosion bubble gas pressure for a fixed initial stand-off distance linearly increases the time-synchronized maximum wall pressures (see right frame). The wall-attached cavitation bubble collapse shock impingement occurs between $t/t_c = [0.4, 0.6]$ that increases with increasing $p_{b,o}$. At low enough pressure $p_{b,o} = 300$ MPa, a cavitation bubble is not generated and does not yield a prominent secondary maximum wall pressure.

Figure 8 shows the maximum wall pressure trends for the explosion and wall-attached cavitation events as a function of initial stand-off distance and bubble pressure. The UNDEX shock trends show expected results. As the product $\gamma_o p_{b,o}$ increases, the maximum wall pressure for the initial stand-off distance study decays as $\gamma_o^{-1.13}$ (Cole, 1948). The linear maximum pressure increase for the initial bubble pressure is also observed. The wall-attached cavitation bubble collapse maximum wall pressure is relatively insensitive to the value of initial bubble pressure relative and stand-off distance. The longer duration of the low pressures (i.e., the tail of rarefaction wave) on the wall yields larger wall-attached cavitation bubble growth for higher initial stand-off distances.

Figure 9 shows the mass vapor history of the wall-attached cavitation bubble in the baseline case simulation and different initial stand-off distances. The mass vapor history for the $pT$-relaxation model is also presented for the baseline case. Without chemical relaxation ($pT$-relax), the water vapor mass linearly decreases during the simulation due to the explosion and shock wave. The same phenomenon is seen in the 1D shock tube problem in figure 3. The baseline case follows the same linear decrease in mass vapor until $t/t_c = 4$ when the rarefaction wave reflects from the rigid wall. The reduction in pressure at $t/t_c = 4$ (see figure 7) changes the liquid phase to vapor and increases water vapor mass in the domain. The onset of phase change occurs earliest for stand-off distances $\gamma_o = 3$ and $\gamma_o = 3.5$. For stand-off distances $\gamma_o < 5$, the water vapor mass nearly doubles by the end of the simulation at $t/t_c = 12$, where the rarefaction propagates across the wall, further inducing further cavitation. For $\gamma_o \geq 5$, the explosion shock reflected from the bubble and inverts in polarity travels a longer distance to interact with the bubble. As a result, the reflected rarefaction from the acoustic impedance mismatch is weaker and delayed ability to induce phase change at the rigid wall. For the explosion pressure variation study, the stand-off distance is fixed to the baseline value and, thus, the water vapor mass histories are like those of the baseline case shown in figure 7.

### 3.2.2 RIGID WALL WITH COMPLIANT COATING

We now consider similar 2D numerical simulations of an underwater bubble explosion problem with a compliant elastomeric coating attached to the rigid wall. Figure 10 illustrates our problem geometry consisting of a flat, rigid, infinitely long wall with an attached elastomeric coating of thickness $\ell$. The initial spherical bubble of radius $R_o$ is placed at a distance $\gamma_o$ from the elastomeric coating along the centerline, $x = 0$. As in §3.2.1, we take $R_o = 50$ mm. The elastomeric coating has a thickness $\ell = 2R_o$ and the material properties of polyurea (Amini et al., 2010; Qiao et al., 2011), with density $\rho_{\ell} = 1235$ kg/m$^3$, speed of sound $c_{\ell} = 2030$ m/s. Liquid water of pressure $p_{\infty} = 10^5$ Pa and temperature $T_{\infty,o} = 303$ K surrounds the bubble. The same SG EoS constants as liquid water in Table 1 are used for polyurea. To match the speed of sound of polyurea, the SG EoS constant $B$ is set to $B_{\text{polyurea}} = 2.1$ GPa. For simplicity, we neglect the elasticity of the polyurea in this work. However, the interaction between the viscoelasticity and shock-induced bubble collapse near a coating has been previously investigated (Beig et al., 2016) and is readily available within MFC. The bubble is filled with water vapor and a non-condensable ideal gas in the quantities as in the previous section. The initial $z$-direction distance $z_o$ is from the bubble center to the compliant coating for $\gamma_o = z_o/R_o$. The same computational boundary conditions as in the previous section are considered here. The grid resolution is kept the same to compare the results of the two configurations. The simulations have a $640 \times 480$ computational grid with domain $[-0.6, 0.6] \times [-0.8, 0]$ m. The CFL number is set to 0.1. We consider the same sequence of numerical simulations in Table 2.

We investigate the wave, phase change, and maximum wall pressure dynamics of the UNDEX problem near a wall with a compliant, elastomeric coating. Figure 11 shows pressure contours at three separate times for the UNDEX problem near a compliant object attached to a rigid wall. For comparison, the color contour in figure 5 is used. The outward propagating shock from the initial condition impinges on the elastomeric coating interface. Due to acoustic impedance mismatch between the coating and liquid water, the explosion shock is partially transmitted into the coating and reflected to the liquid water (see left frame). The transmitted shock impinges on the rigid wall, reflects and doubles in pressure, and is mostly transmitted back to the liquid. Both reflected shocks (coating reflected and wall reflected) impinge on the bubble and are reflected and inverted in polarity as...
Figure 7: Wall pressure histories for different initial stand-off distances (left) and bubble pressures (right).

Figure 8: Maximum wall pressure from the UNDEX: $\gamma_o$ (■) and $p_{b,o}$ (■) study. Cavitation collapse-generated maximum wall pressure: $\gamma_o$ (●) and $p_{b,o}$ (●) study.

Figure 9: Water vapor mass history for underwater bubble explosion problem near a rigid wall for different initial stand-off distances.

Figure 10: Problem schematic of an inertially exploding water vapor and non-condensible gas bubble in a sea of liquid water near an elastomeric coating (polyurea) of thickness $\ell$ attached to a rigid, flat wall.

rarefactions (see middle frame). The rarefactions interact with the coating (partial transmission and reflection) and wall. However, the rarefactions are weaker in magnitude than the rigid wall-only case in the previous section (see right frame). Simultaneously, the bubble grows, comparable to the rigid wall-only case, and deforms the coating interface. The reduction in the pressure experienced at the wall due to the partial transmission into the coating leads to a decrease in reflected pressure.

Figure 12 shows the water vapor mass history for the rigid wall-only baseline, $pT$ relaxation case, and rigid wall with coating baseline cases. The coating configuration follows the $pT$ relaxation case, and no significant phase change occurs in the simulation compared to the rigid wall-only case. Thus, the coating inhibits the formation of a sufficiently strong rarefaction wave that induces phase change at the coating interface or rigid wall. Fig-
Figure 11: Pressure contours of the underwater multiphase bubble explosion problem near an elastomeric coating with at $t = 100\mu s$ (left), $t = 300\mu s$ (middle) and $t = 366\mu s$ (right) with $p_{b,o} = 650\text{ MPa}$ and initial stand-off distance $\gamma_o = 3.5$. White contour isoline: $\alpha_{wl} = 0.9$. Initial bubble radius interface: (—) with $R_o = 0.05\text{ m}$.

Figure 12: Water vapor mass history for underwater bubble explosion problem near a rigid wall and compliant coating. Baseline wall case (—), baseline wall case with no phase change (— —), and baseline compliant coating case (— — —).

Figure 13: Maximum wall pressure scaling trend. UNDEX shock-generated maximum pressures near a wall: $\gamma_o$ ($\blacksquare$) and $p_{b,o}$ ($\blacksquare$) study. Maximum pressures for a wall with a coating: $\gamma_o$ ($\bullet$) and $p_{b,o}$ ($\bullet$) study.

Figure 14 shows the maximum wall pressures for both the rigid wall and rigid wall with a coating configuration for both the $\gamma_o$ and $p_{b,o}$ studies. The acoustic impedance mismatch leads to a fraction of the shock pressure transmitted into the coating and impinged onto the wall. As a result, the maximum wall pressures are lower in the coating configuration than in the wall-only configuration for both studies. The results match Rodriguez and Johnsen (2019) for shock-induced bubble collapse problems near a boundary.

4 CONCLUSIONS

We conducted numerical simulations of UNDEX-induced bubble growth near a compliant object (elastomeric coating) with phase change. We use the open-source Multi-component Flow Code (MFC), an Eulerian framework to access these scales and model phase change. The Eulerian six-equation multiphase physical and numerical model uses an interface- and shock-capturing approach. Phase change is modeled as a kinetic process involving volume, thermal, and mass transfer at the material interface. Phase change occurs between the first two phases (e.g., water vapor and liquid water), and infinitely fast pressure and thermal relaxation are assumed for additional phases. The numerical solver is verified using a 1D cavitation tube problem using the two-phase relaxation solver with finite relaxation. Two axisymmetric UNDEX problems are considered: bubble growth near (i) a rigid wall and (ii) a rigid wall with an elastomeric coating. Due to the acoustic impedance mismatch, the explosion shock reflects from the wall and inverses polarity upon interacting with the bubble. The rarefaction then impinges on the wall, decreases the liquid pressure, and cavitates the liquid water near the wall. The wall-attached cavitation bubble collapses, inducing a secondary increase in pressure on the wall, albeit smaller than the explosion shock. The most water vapor mass production was seen for initial bubble stand-off distances $2 < \gamma_o < 4$. For the wall with an elastomeric (polyurea) coating case, the partial reflec-
tion and transmission of the explosion shock inhibit an intense pressure inversion of the reflected shock with the bubble. Thus, the rarefaction interaction with either the coating or rigid wall did not lead to phase change irrespective of the initial bubble pressure or stand-off distance from the coating. Future studies will investigate UNDEX wall- and coating-attached cavitation bubbles with phase change and elasticity.
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DISCUSSION 1

Marica Pelanti
Department of Mechanics
ENSTA Paris - Institut Polytechnique de Paris

The authors present a very interesting numerical investigation of UNDEX processes near a rigid wall and near an elastomeric coating, highlighting the effects of phase change on the bubble dynamics and on induced pressure loads over the surfaces. I would like to suggest the following discussion points:

1. The stiffened gas (SG) equation of state (EOS) is convenient for numerical purposes, nevertheless it might not allow an accurate description over a wide temperature range, and in particular for the species undergoing phase change it might not provide a precise estimation of the saturation conditions, this affecting the prediction of the pressure loading over the structure. Have the authors thought about employing more complex equations of state, and of which type? What [would] a more complex EOS would entail in the numerical relaxation procedures in terms of complexity and computational costs?

2. Concerning the UNDEX tests with an elastomeric coating, have the authors thought about performing tests to investigate the effect of a different coating thickness and of a different acoustic impedance of the coating material? What are the expected effects?

3. Concerning computational aspects, what is the sensitivity with respect to grid refinement of the estimated maximum pressure peaks, wall cavitation inception time, and vapor mass fraction variations?

AUTHOR’S REPLY

1. We thank the reviewer for the review of the proceeding. We agree with the reviewer that the Stiffened Gas Equation of State (EOS) has a limited range of validity (Le Métayer et al., 2005; Le Métayer and Saurel, 2016). We thought of employing more complex equations of state. Equations of state that are nonlinear such that the range of pressure, temperature, and density range of validity is wider. Thus far, we observed that the requirements for such an equation of state conflict with the numerical expediency desired from the numerical models. The reviewer provided key observations regarding the consequences of using more complicated EOS (Pelanti, 2022). Bidi et al. (2022) considered higher-order EOS for the gas for the $p$-relaxation model and observed increased computational costs with increased EOS model nonlinearity. However, higher-order EOS, such as the Helmholtz energy, provides higher fidelity to the theoretical (e.g., Keller-Miksis equation) results. We observed the following computationally adverse effects of using a higher-order EOS:

- pressure and/or temperature relation to (internal) energy can become implicit,
- relaxation algorithmic complexity increases and be relegated to a Newton-Raphson-type solver approach, and
- increase in empirical parameters and, thereby, leads to a highly non-unique set of parameters to match derived quantities (e.g., speed of sound). For example, the Helmholtz energy EOS has 13 empirical parameters for air.

The extended Noble-Abel Stiffened EOS of Chiapolino and Saurel (2018) and simple phase change solver of Chiapolino et al. (2017) provide promising approaches to address the latter two adverse consequences albeit for linear EOS. However, these techniques may be generalized to nonlinear EOS models.

2. The reviewer makes a great point. In an earlier work (Rodriguez, 2018), we conducted parametric study of Shock-Induced Collapse (SIC) near a viscoelastic layer varying the layer thickness and material properties (and thereby the acoustic properties). The UNDEX simulation has the similar sequence of wave-bubble interactions, thus we expect similar trends as the SIC simulations. In the SIC simulations, we observed:

- the reflection of the shock-layer interaction influenced the bubble collapse dynamics,
- the reflection wave is stronger (due to higher acoustic impedance of the layer), and thus the bubble collapse is stronger yielding higher re-entrant jets and bubble collapse-generated shocks,
- if the viscoelastic layer has a finite thickness and is next to a rigid wall, the thickness of the layer determines the time when the partially transmitted incident shock is reflected from the rigid wall and interacts with the collapsing bubble, and
- the bubble collapse dynamics are increased (e.g., re-entrant jet speed) when viscoelastic layer thickness is less than or equal to the initial bubble radius.
In the presence of phase change, we expect similar trends with a slight reduction in the pressures as was observed for the maximum wall pressures in Figure 14.

3. We thank the reviewer for the excellent question. For bubble collapse, Tiwari et al. (2013), and Trummler et al. (2021) observed that the maximum wall pressures converge when the number of points per bubble radius at collapse is higher than 20. Unlike bubble collapse simulations where increasing refinement is needed as the simulation progresses to resolve the material interfaces, in the present simulations the refinement is most needed at the initial condition when the bubble is at its smallest radius. Thus, we use 26 points per initial bubble radius. At this resolution with a fifth-order accurate high-order numerical method (Beig, 2018; Rodriguez et al., 2022), the results are converged and will not change at higher resolutions for the MFC results presented, for example, in Figure 6.

**DISCUSSION 2**

Fabien Petitpas  
Aix Marseille Université  
IUSTI UMR CNRS

Authors perform through this paper interesting numerical experiments on bubble dynamics exploding near a wall. Their works are recommendable. They use a thermodynamic well-posed compressible multiphase approach that is implemented in the MFC home made tool together with pressures/temperatures/chemical potentials relaxation procedures to take account of phase change. These ingredients allow to study impact of bubble exploding near a wall in two different configurations: with/without a compliant coating. A parametric study is done for both cases varying 1) the distance between wall and bubble and 2) the initial pressure ratio between bubble and surrounding water.

An interesting contribution in the paper is the effect of a compliant coating on the wall. Thanks to their multiphase formulation, authors can show that the presence of the compliant coating (considered for now as a Stiffened Gas with no elasticity) attenuates the transmitted shock wave resulting in a lower cavitation effect on the wall.

1. Experimental results without compliant coating are recovered as it was done in previous numerical works, but the proposed method permits to obtain an additional information: the amount of water vapor mass generated due to phase change. In Figure 9, it is clearly visible that considering phase change nearly doubles the water vapor mass at the end of simulation. What is the impact of phase change on other variables (maximum pressures)?

2. Open question: The studied cavitation process near wall occurs as multiple wave interaction effects. Because the numerical method naturally diffuses interfaces, did the authors study the impact of waves interaction with diffused interface on their results as it was recently done by Schmidmayer and co-workers?

**AUTHOR’S REPLY**

1. We thank the reviewer for the careful review of the proceeding and kind remarks. Figure 14) shows the maximum wall pressure histories for the \( pT \)- and \( pTg \)-relaxation models. Phase change affects the pressure at the wall in two ways. Firstly, it reduces the maximum pressure experienced at the wall from the explosion shock. Secondly, the generation of the water vapor (attached bubble) at the wall delays and reduces the second pressure rise from the explosion shock due to the wall and bubble reflections.

2. We appreciate the reviewer for making this important point. Indeed, the numerical method naturally diffuses interfaces. We suspect the maximum wall pressure decrease in the phase change model in Figure 14 is due to the diffused material interface-wave interaction. Following the approach of Schmidmayer et al. (2020), we plan to carefully study the impact of the wave-interface interaction as part of our future work.